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Chapter 1

Performance highlights

This report focuses on performance changes since previous versions (V8.0 and V9.0) and on the
performance of new function in this release.

SupportPac MP16 “Capacity Planning and Tuning Guide” will continue to be the repository for
ongoing advise and guidance learned as systems increase in power and experience is gained.

In IBM MQ Advanced for z/OS VUE version 9.1, Advanced Message Security performance is sig-
nificantly improved over earlier releases, with particular benefits observed in the Confidentiality
policy-type. We have seen throughput improve 6 times over comparable AMS Confidentiality mea-
surements in v9.0.


https://ibm-messaging.github.io/mqperf/mp16.pdf

Chapter 2

Existing function

General statement of regression

CPU costs and throughput are not significantly difference in version 9.1 for typical messaging work-
loads when compared with version 9.0.

A user can see how that statement has been determined by reviewing details of the regression test
cases in the Regression appendix.



Storage usage

Virtual storage constraint relief has not been a primary focus of this release, however the introduction
of 64-bit buffer pools in version 8.0 can offer some storage relief.

CSA usage

Common Service Area (CSA) storage usage is important as the amount available is restricted by
the amount of 31-bit storage available and this is limited to an absolute limit of 2GB.

The CSA is allocated in all address spaces in an LPAR, so its use reduces the available private
storage for all address spaces.

In real terms, the queue manager does not have 2GB of storage to use - as there is some amount
used by MVS for system tasks and it is possible for individual customer sites to set the limit even
lower.

From the storage remaining of the 2GB of 31-bit storage, a large (but configurable) amount of
storage may be used by the queue manager for buffer pools. This storage usage may be reduced
from version 8.0 onwards with the use of 64-bit buffer pools.

Note: From version 9.1, buffer pools allocated in 31-bit storage are being deprecated.

The storage remaining is available for actually connecting to the queue manager in a variety of ways
and using IBM MQ to put and get messages.

Initial CSA usage

CSA usage for v9.1 is similar to both v8.0 and v9.0 when similarly configured queue managers are
started. On our systems this is approximately 6MB per queue manager.

CSA usage per connection

CSA usage has seen little change in the following releases: v8.0, v9.0 and v9.1.

e For local connections, MCA channels and SVRCONN channels with SHARECNV(0), CSA
usage is 2.47KB per connection.

e For SVRCONN channels with SHARECNV(1), CSA usage is approximately 4.9KB per con-
nection.

e For SVRCONN channels with SHARECNV(5), CSA usage is approximately 2.9KB per con-
nection, based on 5 clients sharing the channel instance.

e For SVRCONN channels with SHARECNV (10), CSA usage is approximately 2.7KB per con-
nection, based on 10 clients sharing the channel instance.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 3 of 93
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Object Sizes

When defining objects, the queue manager may store information about that object in pageset 0
and may also require storage taken from the queue manager’s extended private storage allocation.

The data shown on the following 2 charts only includes the storage used when defining the objects.

PAGESET(0) Usage

Chart: Pageset usage by object type

PageSet(0) usage within Queue Manager by object type
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Virtual Storage Usage

Chart: Virtual Storage usage by object type

Extended Private Storage usage within Queue Manager by object type
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Capacity of the queue manager and channel initiator

How much storage does a connection use?

When an application connects to a queue manager, an amount of storage is allocated from the queue
manager’s available storage.

Some of this storage is held above 2GB, such as security data, and other data is storage on storage
taken from that available below the 2GB bar. In the following examples, only allocations from below
the 2GB bar are reported.

From v8.0-onwards, the typical storage usage is approximately 15KB per connection, however there
is additional usage in the following (non-exhaustive) cases:

e Where connection is over a SHARECNV (1) channel, the usage increases to 22KB.

e Where connection is over a SHARECNV(10) channel and has a CURSHCNV of 10, the usage
is 15.8KB per connection (158KB per channel).

e Where connection is over a SHARECNV(1) channel to shared queues - either CFLEVEL(4)
or CFLEVEL(5) backed by SMDS, the storage is 28.2KB, giving an additional shared queue
overhead of 6.2KB.

These numbers are based upon the connecting applications accessing a small number of queues. If
your application has more than 32 objects open, the amount of storage will be increased.

If the number of messages held in a unit of work is large and the size of the messages is large then
additional lock storage may be required.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 6 of 93
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How many clients can I connect to my queue manager?

The maximum number of clients you can connect to a queue manager depends on a number of
factors, for example:

Storage available in the queue manager’s address space.

Storage available in the channel initiator’s address space.

e How large the messages being put or got are.

Whether the channel initiator is already running its maximum number of connected clients
(either 9,999 or the value specified by channel attributes like MAXCHL).

The table below shows the typical footprint when connecting a client application to a z/OS queue
manager via the channel initiator.

The value used in the SHARECNYV channel attribute can affect the footprint and consideration
as to the setting should be taken. Guidance on the SHARECNYV attribute can be found in Sup-
portPacs MP16 “Capacity Planning and Tuning Guide” and MP1F “WebSphere MQ for z/OS V7.0
Performance Report”.

Channel initiator footprint
(KB / SVRCONN channel)
Message size (KB)

IBM MQ release| SHARECNV 1 10 32 64
v8.0 0 114 133 202 235
v9.0 0 100 119 187 217
v9.1 0 100 119 187 219
v8.0 1 184 210 305 377
v9.0 1 184 208 304 377
v9.1 1 183 209 270 317
v8.0 10 258 286 713 1071
v9.0 10 263 287 712 1070
v9.1 10 258 287 369 436

Note: For the SHARECNV(10) channel measurements, the channels are running with 10 conversa-
tions per channel instance, so the cost per conversation would be the value in the table divided by
10.

Example: How many clients can I run?
When the channel initiator was started it logged the following message prior to starting channels:
“CSQX004I Channel initiator is using 117 MB of local storage, 1355 MB are free”.

This means that the channel initiator had 1472MB of storage available and has 1355MB available
for channels to be started. To avoid letting the channel initiator run short on storage, it is advisable
to aim to keep the usage below 80% of the total available. In the example this means keeping the
channel initiator storage usage below 1177MB, which in turn means that there is 1060 MB available
for channels.

If the workload is expected to be clients connecting via SHARECNV(1) SVRCONN channels and
using 32KB messages, we could predict that the v9.1 channel initiator could support a maximum of
3,570 running SVRCONN channels.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 7 of 93
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How many channels can I run to or from my queue manager?

This depends on the size of the messages flowing through the channel.

A channel will hold onto a certain amount of storage for its lifetime. This footprint depends on the
size of the messages.

Message Size 1KB 32KB 64KB 4MB

Footprint per channel
(channel initiator)

-Overhead of message size 19 19 11018

increase on 1KB messages

91 100 110 1110

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 8 of 93
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Chapter 3

New function for version 9.1

This release has introduced a number of items that can affect performance and these include:
e Db2 universal tablespace support
e Advanced Message Security (AMS) enhancements

e Java clients on z/OS



Db2 Universal Table Space support

MQ version 9.1 provides sample jobs for defining the Db2 tablespaces, tables and indexes. Two sets
of samples are provided:

e One for compatibility with earlier versions of IBM MQ), although support for traditional con-
figurations is being deprecated in MQ version 9.1.

e One for use with Db2 v12 or later, which exploit Universal Table Spaces (UTS)

Universal Table Space (UTS) support is not specifically a performance feature in terms of MQ’s use
of Db2, but with Db2 v12 announcing that partitioned non-UTS table spaces are being deprecated,
such that they are supported but may be removed in the future, it was necessary to provide the
support for when the user is ready to implement UTS.

It should be noted that there is not a direct migration path from the traditional Db2 configuration to
DDb2 universal table space support, with the suggested path of using the UTS samples when moving
to later DB2 versions.

In terms of MQ performance, the preferred option for large shared queue message support is still
via Shared Message Data Sets (SMDS) as detailed in the performance report MP1H “WebSphere
MQ for z/OS V7.1 Performance Report”, but if there are reasons for using Db2 for large shared
message support, then UTS may offer some performance benefits for LOB usage over traditional
configurations.

To further complicate performance considerations, the supplied samples for the LOB table spaces
use the option “GBPCACHE SYSTEM”. This is optimised for configuration where messages are
potentially processed anywhere in the sysplex.

“GBPCACHE SYSTEM” means that at commit after the insert, the changed LOB page is written to
DASD instead of the group buffer pool (CF). Only changed system pages (e.g. space map pages) are
written to the group buffer pool (CF). When another member comes to delete the message, it will
need to read the page from DASD. In those configurations where data sharing is highly prevalent
the “GBPCACHE CHANGED?” option may be a more suitable option. For more information on
this option, please refer to the Db2 Knowledge Center section “How the GBPCACHE option affects
write operations”.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 10 of 93
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Advanced Message Security (AMS) enhancements

‘IBM MQ Advanced for z/OS VUE version 9.1 only‘

This section focuses on performance improvements since IBM MQ for z/OS version 9.0, which relate
to the Advanced Message Security (AMS) component of the MQ product.

Comparisons in AMS performance are made between versions 8.0, 9.0 and 9.1.

The performance details in this section are broadly similar to those reported in V901 “IBM MQ for
z/0S version 9.0.1 CDR Performance Report” but have been updated in-line with the underlying
infrastructure changes - namely moving from z13 to z14 and CryptoExpress5S to CryptoExpress6S.

In addition to the performance improvements of the AMS policy types, primarily the AMS Confi-
dentiality policy type which was introduced in IBM MQ for z/OS version 9.0 and has been optimised
in IBM MQ Advanced for z/OS VUE version 9.1, changes have also been made to reduce the impact
of connecting non-AMS clients to AMS-enabled queue managers.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 11 of 93
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Performance Highlights

The performance of AMS in V9.1, as demonstrated later in this document, has improved significantly
over previous versions. Here are some of the highlights:

Comparing AMS on V9.1 with AMS on V8.0:

e Transactions protected by AMS Integrity policies can see a cost of 32% of similar transactions
run against V8.0.

e Transactions protected by AMS Privacy policies can achieve a cost of 35% those of similar
transactions in V8.0.

e Transactions protected by AMS Confidentiality policies can achieve a transaction rate of 29
times that of a comparable workload using V800 AMS Privacy protection.

Comparing AMS on V9.1 with AMS on V9.0:

e Transactions protected by AMS Integrity policies can see a cost of less than half of similar
transactions run against V9.0, with a throughput improvements in excess of 1.5 times.

e Transactions protected by AMS Privacy policies can achieve a cost of 40% those of similar
transactions in V9.0, with a throughput improvement in excess of 30%.

e Transactions protected by AMS Confidentiality policies can achieve a transaction cost of 17%
those of similar transactions in V9.0, with a throughput improvement in excess of 6 times.

Comparing AMS on V9.1 with channels protected by TLS cipher specs:

e Small messages workloads (32KB and less) protected using AMS Confidentiality policies can
demonstrate a lower transaction cost than channels protected using TLS cipher specs even
when the SSLRKEYC settings are such that significantly more data flows between queue
managers between AMS key negotiations than the TLS key negotiations.

e Large messages workloads (1IMB) protected using AMS Confidentiality policies can show a
20% reduction in transaction cost over channels running TLS cipher specs where the secret
key is re-negotiated at similar intervals.

e AMS policies allow the key to be renegotiated at a queue level, rather than the queue manager
level attribute SSLRKEYC (SSL/TLS key reset count, which is the total number of bytes to
be sent and received within a TLS conversation before the secret key is renegotiated).

This means that the key can be renegotiated on an appropriate value for the particular work-
load. This may be useful if some channels send high volumes of data and some send low-volumes
which may leave a secret key unchanged for long periods.

e AMS policy protection means that the message is protected from the time it is put to the
queue until it is gotten by the authorised recipient and remains protected regardless of how
many queue managers the message transitions through.

By contrast a message protected by TLS channels is only encrypted for the flow across the
network. Furthermore if the message transitions across multiple queue managers each with TLS
enabled channels, the cost of encryption and decryption can be incurred for each transition.

However, when using AMS over MQ channels, it is still advisable to protect the channels using
SSL/TLS cipher specs, to prevent "man in the middle" attacks on any data flowing over the
channel that are using queues not protected by AMS policies.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 12 of 93
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Background

IBM MQ Advanced Message Security (IBM MQ AMS) provides a high level of protection for sensitive
data flowing through the MQ network with different levels of protection by using a public key
cryptography model.

IBM MQ version 9.0.0 supplemented the existing two qualities of protection Integrity and Privacy
with a third quality of protection, namely Confidentiality.

Integrity protection is provided by digital signing, which provides assurance on who created the
message, and that the message has not been altered or tampered with.

Privacy protection is provided by a combination of digital signing and encryption. Encryption
ensures that message data is viewable by only the intended recipient, or recipients.

Confidentiality protection is provided by encryption only.

IBM MQ AMS uses a combination of symmetric and asymmetric cryptographic routines to provide
digital signing and encryption. Symmetric key operations are very fast in comparison to asym-
metric key operations, which are CPU intensive and whilst some of the cost may be offloaded to
cryptographic hardware such as Crypto Express6S, this can have a significant impact on the cost of
protecting large numbers of messages with IBM MQ AMS.

e Asymmetric cryptographic routines as used by Integrity and Privacy

For example, when putting a signed message the message hash is signed using an asymmetric
key operation. When getting a signed message, a further asymmetric key operation is used to
verify the signed hash. Therefore, a minimum of two asymmetric key operations are required
per message to sign and verify the message data. Some of this asymmetric cryptographic work
can be offloaded to cryptographic hardware.

e Asymmetric and symmetric cryptographic routines as used by Privacy and Confiden-
tiality

When putting an encrypted message, a symmetric key is generated and then encrypted using
an asymmetric key operation for each intended recipient of the message. The message data
is then encrypted with the symmetric key. When getting the encrypted message the intended
recipient needs to use an asymmetric key operation to discover the symmetric key in use for
the message. The symmetric key work cannot be offloaded to cryptographic hardware but will
be performed in part by CPACF processors.

All three qualities of protection, therefore, contain varying elements of CPU intensive asymmetric key
operations, which will significantly impact the maximum achievable messaging rate for applications
putting and getting messages.

Confidentiality policies do, however, allow for symmetric key reuse over a sequence of messages.

Key reuse can significantly reduce the costs involved in encrypting a number of messages intended
for the same recipient or recipients.

For example, when putting 10 encrypted messages to the same set of recipients, a symmetric key is
generated. This key is encrypted for the first message using an asymmetric key operation for each
of the intended recipients of the message.

Based upon policy controlled limits, the encrypted symmetric key can then be reused by subsequent
messages that are intended for the same recipient(s). An application that is getting encrypted
messages can apply the same optimization, in that the application can detect when a symmetric key
has not changed and avoid the expense of retrieving the symmetric key.

In this example 90% of the asymmetric key operations can be avoided by both the putting and
getting applications reusing the same key.
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IBM MQ Advanced for z/OS VUE version 9.1 has further optimised the performance of AMS
qualities of protection, for all 3 levels, with the most optimal offering from a performance perspective
being AMS Confidentiality.

This document aims to demonstrate the improvements in performance, comparing release-on-release
improvements as well as comparing the different message protection options offered by MQ.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 14 of 93
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Scenarios

There are a number of scenarios that were used to gather the data in this report:
e Request / Reply - Local workload:

A request /reply workload is run using pairs of requester and server batch tasks connected to a
single MQ queue manager. Each pair of applications uses their own request and reply queues.

The requester task puts a message to the request queue and waits for a specific response on
the reply queue. Once the reply message is gotten, the requester will put another message to
the request queue.

The corresponding server task issues MQGET-with-wait calls on the request queue, gets the
message to the known (and pre-opened) reply queue and the application goes back into its
MQGET-with-wait call. The messages are got and put in syncpoint with 1 MQGET and 1
MQPUT per commit.

2KB, 64KB and 4MB non-persistent messages are used.
e Request / Reply - Mover workload:

A request/reply workload is run to move messages between 2 queue managers on separate
LPARs of the same performance sysplex. There are sender-receiver channels defined in each
direction.

Comparisons of transaction cost and rate are provided for 3 configurations - no protection,
channels protected by TLS encryption and messages protected by AMS policies.

The TLS configuration uses cipher spec “ECDHE RSA AES 256 CBC_ SHA384” and the
test varies the TLS/SSL key negotiation frequency (SSLRKEYC) using values of 0, 1 and
10MB.

All AMS policy types are used i.e. Integrity, Privacy and Confidentiality.
Non-persistent messages of size 32KB are used.
e Streaming messages between queue managers:

An example of streaming messages between queue managers is a scenario such as an InfoSphere
Replication Server workload.

This replication workload simulates moving data from one system to another using MQ chan-
nels. The system that sends the data uses a “capture” task to get the data and put to an
MQ queue as quickly as possible. At the remote end, there is an “apply” task that gets the
messages from the queues and processes them. As the data flows in a single direction, there
is the potential for a build up of messages on the transmit queue as the capture task may put
messages more quickly than the channel initiator can get and send the messages, for example
in the event of a network delay or the apply task being slow.

Measurements will be run using TLS cipher spec “ECDHE RSA AES 256 CBC_ SHA384”
with a range of key negotiation frequency and compared with queues protected using AMS
Confidentiality policies with a range of key reuse values.

Persistent messages of 10KB and 1MB are used.

All policies are defined such that there is only a single recipient for each message.

The signing algorithm used in the Integrity and Privacy tests is SHA256. The encryption algorithm
used for Privacy and Confidentiality tests is AES256.
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The applications in use in all measurements have minimal business logic, which means that the
application cost is considerably less than would be expected in a customer transaction. This can
make the impact of AMS policies appear more significant than would be observed in a customer
environment.
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Non-AMS Clients connecting to an AMS-enabled Queue Manager

Prior to MQ v9.1, a client application connecting to a z/OS queue manager that had AMS enabled
via the “SPLCAP=YES” option would incur significant additional cost at the time of MQOPEN,

regardless of whether a policy was defined for the queue being opened.

As the following table demonstrates, MQ v9.1 shows a reduction in the cost on z/OS of the MQOPEN
and MQCLOSE for the MQ queue manager, channel initiator and TCP/IP address spaces in CPU

microseconds:
IBM MQ release SPLCAP=NO SPLCAP=YES
v9.0 59 190
v9.1 58 60

Note: These costs are based on a single long-running client that opens and closes a private queue

100,000 times.
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How much difference does adding end-to-end security to a transaction
make?

The simple answer is that it can make a significant amount, but the good news is that the impact
is significantly less than on earlier versions of MQ.

In these particular local request/reply scenarios, the costs associated with securing the messages
increased the transaction cost between 1.6 and 12 times over the unsecured message workload. It
should also be noted that the messaging costs in the baseline measurements do form over 95% of
the transaction cost. In cases where the non-messaging processing costs form a larger part of the
total transaction cost, for example a short-lived CICS transaction, the relative effect of processing
the message with an AMS policy is much smaller.

This overhead is significantly reduced from that detailed in performance report MP1J “IBM MQ for
z/0S version 8.0.0 Performance Report”, which discusses the impact as being 23 times that of the
equivalent unsecured messaging workload.

The following charts provides some indication of the increase in cost and throughout for a set of
simple request /reply workloads using non-persistent messages using 2KB, 64KB and 4MB messages.

Note the decrease in transaction rate and increase in transaction cost does not necessarily correlate,
as a message protected by an AMS policy will also see time spent in cryptographic processing, where
the cost may be offloaded to hardware, and security checking (e.g. RACF).
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Chart: The impact of AMS on transaction cost - Request /Reply - Local workload with
2KB messages
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Chart: The impact of AMS on transaction rate - Request/Reply - Local workload with
2KB messages
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Chart: The impact of AMS on transaction cost - Request /Reply - Local workload with
64KB messages
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Chart: The impact of AMS on transaction rate - Request/Reply - Local workload with
64KB messages
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Chart: The impact of AMS on transaction cost - Request /Reply - Local workload with
4MB messages
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Chart: The impact of AMS on transaction rate - Request/Reply - Local workload with
4MB messages
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AMS Measurements
Request / Reply - Local workload

This section demonstrates the improvement in performance of the 3 AMS policy types in v9.1 by
comparing the transaction costs and rates of a simple request / reply workload using non-persistent
messages.

In this most simplistic scenario using small messages, when comparing the total transaction cost for
v9.1 against v9.0, there are significant reductions in cost e.g.

e Integrity: v9.1 cost was 37% of the equivalent v9.0 measurement.
e Privacy: v9.1 cost was 44% of the equivalent v9.0 measurement.

e Confidentiality: v9.1 cost was 17-32% of the equivalent v9.0 measurements depending on
the key reuse value.

Both Integrity and Privacy policy types showed similar percentage reductions in transaction cost for
larger messages.

The improvements in the AMS Confidentiality performance for v9.1 are less marked as the message
size increases, but as a guide, with 64KB messages this workload benefits from a 60% decrease in
transaction cost over v9.0 with 4MB messages benefitting from a 35% reduction in total transaction
cost.
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Chart: Transaction Cost - Request/Reply - Local workload
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Notes on chart:

e The costs shown are based on the total CPU costs for the queue manager, AMS region and
batch application regions, using data from the RMF Workload report, and divided by the
number of transactions in the measurement.

e The transaction cost for the Integrity measurements reduced by 12% between v8.0 and v9.0.
e The transaction cost for the Privacy measurements reduced by 20% between v8.0 and v9.0

e The reduction in transaction cost for the Confidentiality measurements depends on the key
reuse value selected.

o Low key reuse values: v9.1 cost is 70% less than v9.0 equivalent

o Higher key reuse values (32-+): v9.1 cost is 83% less than v9.0 equivalent

The 2 charts on the following page show a breakdown of the transaction cost by address space, e.g.
how much of the transaction cost is charged to the queue manager, AMS and application address
spaces and how this has changed between MQ v9.0 and v9.1.
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Chart: v9.0 - Breaking down the transaction cost by address space
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Chart: v9.1 - Breaking down the transaction cost by address space
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Note that both charts have the same scale on the y-axis (transaction cost).

Both AMS Integrity and Privacy see a much reduced cost in the AMS address space.

The AMS Confidentiality costs remain a significant proportion of the transaction cost in v9.0 even
as the key reuse become unlimited, whereas in v9.1 the AMS address space become a much smaller
factor in the transaction cost tending towards zero cost, particularly as the secret key is reused
for more messages. Note that even with key reuse of “unlimited”, there is still an impact to the

application address space which is charged for the encryption and decryption of the message.
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The final chart for the local request/reply workload shows the transaction rates achieved for the
three AMS releases and the different policy types.

Chart: Transaction Rate - Request/Reply - Local workload
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The AMS Confidentiality measurements show an increase in throughput of up to 6 times when
moving from v9.0 to v9.1.

Smaller but still significant improvements can be seen with both AMS Integrity and Privacy qualities
of protection.
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The following 4 charts show the differences in performance for 64KB and 4MB messages.

Chart: Transaction Cost - Request/Reply - Local workload 64KB
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Notes on chart:
e The transaction cost for the Integrity measurements reduced by 60% between v9.0 and v9.1.
e The transaction cost for the Privacy measurements reduced by 60% between v9.0 and v9.1.

e The reduction in transaction cost for the Confidentiality measurements depends on the key
reuse value selected.

o Low key reuse values: v9.1 cost is 53% less than v9.0 equivalent
o Higher key reuse values (32+): v9.1 cost is 63% less than v9.0 equivalent
Chart: Transaction Rate - Request/Reply - Local workload 64KB
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Chart: Transaction Cost - Request/Reply - Local workload 4MB
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Notes on chart:
e The transaction cost for the Integrity measurements reduced by 58% between v9.0 and v9.1.
e The transaction cost for the Privacy measurements reduced by 63% between v9.0 and v9.1.

e The reduction in transaction cost for the Confidentiality measurements depends on the key
reuse value selected.

o Low key reuse values: v9.1 cost is 30% less than v9.0 equivalent
o Higher key reuse values (32+): v9.1 cost is 36% less than v9.0 equivalent
Chart: Transaction Rate - Request/Reply - Local workload 4MB
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Request / Reply - Mover workload

This section discusses the performance of the 3 AMS policy types, namely Integrity, Privacy and
Confidentiality in a queue manager to queue manager environment. The Confidentiality measure-
ments include key reuse values of 1, 32, 64 and unlimited.

A further comparison is made between AMS Confidentiality and channels that are protected using
SSL ciphers where the TLS/SSL secret key negotiation (SSLRKEYC) ranges from 0 (only at channel
start), to IMB and 10MB.

Comparing AMS policy types when moving messages over MQ channels
As was demonstrated in the request/reply local workload section, the improvements are not limited
to AMS Confidentiality policies.

The following 2 charts offer a comparison in the performance of a request/reply workload using
32KB non-persistent messages between 2 queue managers on separate LPARs for MQ v8.0, v9.0 and
v9.1.

For the purpose of clarity the measurements show the performance of a single outbound and a single
inbound channel only.

Chart: Transaction Cost - Request/Reply - Mover workload
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Notes on chart:

e The cost of the transaction include 2 MQPUTs with associated encryption cost and 2 MQGETs
with associated decryption cost by the applications plus 2 MQGET and 2 MQPUTs by the
channel initiators.

e In v9.1 for this workload, AMS Integrity costs have reduced by 56% compared to the equivalent
v8.0 measurement and 51% compared to the equivalent v9.0 measurement.

e In v9.1 for this workload, AMS Privacy costs have reduced by 58% compared to the equivalent
v8.0 measurement and 52% compared to the equivalent v9.0 measurement.

e In v9.1 for this workload, AMS Confidentiality costs have reduced by between 44 to 52%
compared to the equivalent v9.0 measurement.
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e As a guide, the equivalent measurement where no AMS policy is defined for the queues, the
transaction cost is 240 microseconds.

Chart: Transaction Rate - Request/Reply - Mover workload

Transaction rate - request/reply using channels
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Notes on chart:

e The chart shows the transaction rate when using a single requesting task and a single server
task.

e In v9.1 for this workload, AMS Integrity transaction rates have increased 51% compared to
the equivalent v8.0 measurement and 44% compared to the equivalent v9.0 measurement.

e In v9.1 for this workload, AMS Privacy transaction rates have increased by 48% compared to
the equivalent v8.0 measurement and 38% compared to the equivalent v9.0 measurement.

e In v9.1 for this workload, AMS Confidentiality transaction rates have increased by between 32
to 54% compared to the equivalent v9.0 measurement.

e Asa guide, the equivalent measurement where no AMS policy is defined for the queues, a trans-
action rate of 1721 per seconds is achieved which is 21% higher than the AMS Confidentiality
measurement with a key reuse of 64.
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Comparing AMS with SSL ciphers

This section compares the performance of AMS Confidentiality with a key reuse of 32 against the
performance of a workload with TLS cipher spec ‘ECDHE RSA AES 256 CBC_SHA384” with
a range of secret key negotiation values.

The following charts offer a comparison in the transaction cost and rate of a request/reply workload
using 32KB non-persistent messages between 2 queue managers on separate LPARs and compares
a baseline (no message protection) with TLS encryption against queues protected using AMS Con-
fidential with a key reuse of 32.

Chart: Transaction Cost - Request/Reply - Mover workload
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Notes on chart:

e The chart shows the total transaction cost when using a single requesting task and a single
server task.

e In v9.1, the AMS Confidentiality measurement shows transaction costs comparable with TLS
measurements where the secret key is negotiated only at channel start (SSLRKEYC(0)).
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Chart: Transaction Rate - Request/Reply - Mover workload
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Notes on chart:

e The chart shows the achieved transaction rate when using a single requesting task and a single
server task.

e In v9.1, the AMS Confidentiality measurement shows transaction costs comparable with TLS
measurements where the secret key is negotiated only at channel start (SSLRKEYC(0)).
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Protecting messages with AMS policies and TLS/SSL ciphers

This section discusses the impact of enabling TLS/SSL ciphers on M@ channels in conjunction with
enabling AMS policies to the queues.

The data shown uses a single pair of sender-receiver channels between 2 queue managers on separate
LPARs of the same sysplex. In each case, there are sufficient MQ resources (SSLTASKS, adaptors
and dispatchers) and system resources, for example CPU and CryptoExpress features, such that the
tests are not delayed for resource. Under increased workload, constraint for resource or contention
may introduce additional cost and latency to the measurements.

The SSL cipher spec used is “ECDHE_RSA AES 256 CBC_SHA384’ and the SSLRKEYC secret
key negotiation value is set to 0, i.e. only negotiate the secret key at channel start.

Using SSLRKEYC(0) reduces the load on the available CryptoExpress features, so it should be
noted that when re-negotiating the secret key whilst concurrently using AMS Integrity or Privacy-
type policies, the load on the CryptoExpress features may impact response time.

Whilst AMS policy-types Integrity, Privacy and Confidentiality can appear to make significant in-
creases to transaction cost, consider a scenario where the data flowing over the channels need to
cross (hop) over multiple queue managers, such as a gateway between the main office and a client
system.

In this example, the TLS/SSL transaction cost would double, as the gateway queue manager would
need to decrypt the data from the main office queue manager and re-encrypt the data for the clients
system. This would result in the message being encrypted and decrypted twice, as well as potentially
being on the gateway queue manager unencrypted. Furthermore the secret key negotiation would
need to be done twice as often. With AMS protection, the message is only encrypted and decrypted
once, so if a gateway queue manager is added, there is minimal additional cost.

However, as mentioned previously, if using AMS over MQ channels, it is advisable to protect the
channels using SSL/TLS cipher specs to prevent "man in the middle" attacks on any data flowing
over the channel that are using queues not protected by AMS policies.
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Chart: Impact to transaction cost - TLS and AMS on Mover workload
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Notes on chart:

The chart shows the baseline cost, i.e. running without any protection, as 244 CPU microsec-
onds per transaction.

The cost of enabling the TLS/SSL cipher with SSLRKEYC(0) adds between 160 to 176 CPU
microseconds, for a total of approximately 410 CPU microseconds per transaction.

The cost of enabling AMS Integrity approximately doubled the cost of the SSL. measurement.

The cost of enabling AMS Privacy increased the transaction cost 2.5 times to 1 CPU millisec-
ond.

The cost of enabling AMS Confidentiality with a key reuse of 32 or more added 30% to the
cost of running with TLS.
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Chart: Impact to round-trip time - TLS and AMS on Mover workload
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Notes on chart:

The chart shows the baseline round-trip time, i.e. running without any protection, as 580 CPU
microseconds per transaction - which is significantly higher than the transaction cost and is
largely due to network latency.

The impact of enabling the TLS cipher with SSLRKEYC(0) results in the average round-trip
time increasing to 740 CPU microseconds per transaction. As there is no key negotiation
impacting the round-trip, this is largely due to encrypting and decrypting the messages.

AMS Integrity adds 1 millisecond to the round-trip time, which is in part due to having to
switch to the CryptoExpress feature to perform the digital signature work.

AMS Privacy adds 1.5 milliseconds to the round-trip time, which is partly due to the digital
signing and partly due to encrypting the data with a new key for each message.

AMS Confidentiality with a key reuse of 32 or more adds between 118 and 137 CPU microsec-
onds to the round-trip time and is largely in-line with the increased cost.
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Streaming messages between queue managers

One use of the AMS Confidentiality quality of protection is where data is moved between data
centres, such as an IBM InfoSphere Data Replication queue replication scenario.

The channels defined between the queue managers in the two data centres may be protected using
TLS/SSL ciphers but it can be less expensive to encrypt the messages using AMS Confidentiality-
type policies. However it is still advisable to consider the use of TLS protected channels in addition
to AMS policies.

There are a number of considerations to take into account:
e SSL secret key negotiation and the generation of the AMS secret key costs are relatively static.

What this means is that with a key reuse of 32, the impact of AMS key generation is spread
across 32 messages, whether the message is 1 byte or 100MB, which means the impact is greater
for small messages. By comparison with SSLRKEYC(32MB), the impact on the message cost
is very dependent on the size of the message. For example 978 messages of 10KB could flow
between negotiations based on SSLRKEYC(32MB), which is 30 times more messages than if
using AMS with key reuse 32.

e Whether the data flows through other queue managers, for example a gateway queue manager.

In the TLS/SSL configuration, the secret key would be negotiated between the source queue
manager and the gateway queue manager, and again between the gateway queue manager and
the target queue manager. In addition, the data would be decrypted whilst at rest on the
gateway queue manager.

Using AMS Confidentiality, the message payload would be encrypted once - before it is put
to the source queue manager and remain encrypted until it was successfully gotten by the
application on the target queue manager.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 35 of 93
Performance report



Streaming small (10KB) messages between queue managers The following chart demon-
strates in a streaming type environment, the total transaction cost of protecting the messages using
AMS Confidentiality is comparable to that when protecting the messages using TLS ciphers.

In the lowest cost measurements of both TLS and AMS Confidentiality, there is a total increase
in transaction cost of approximately 20 to 25% over the cost of the workload when no message or
channel protection is in place.

When considering the impact of AMS Confidentiality on only the MQ address spaces, there is an
increase of 3 to 5% (including only MSTR, CHIN and AMSM). The majority of the transaction cost
increase is in the application regions due to encrypting and decrypting the messages.

By contrast, adding TLS/SSL ciphers to the baseline measurement, results in an increase of 35%
to the transaction cost in the MQ address spaces with SSLRKEYC(32MB), and significantly more
with a higher key negotiation frequency.

Chart: Streaming 10KB messages between 2 queue managers
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Notes on chart:

e The chart shows the cost per transaction by address space for a 10KB message streaming-type
workload.

e With 10KB messages, the AMS costs are equivalent to those of the TLS protected channels.

The AMS Confidentiality workload (key reuse 32) is 5% lower cost than the TLS protected
channel using SSLRKEYC(32MB), despite TLS transferring more than additional 3200 mes-
sages using the same key.

e For the AMS measurements, an impact in transaction cost is seen:

o primarily in the application address space, which incurs the cost of encrypting and de-
crypting the data

o in the AMS address space which diminishes with an increasing key reuse value.

o in the queue manager and channel initiator, which see a small increase due to the message
size increasing due to being protected by AMS policies.

e The TLS measurements see an increase in the channel initiator address space, which includes
the cost of encrypting and decrypting the data plus the cost of negotiating the secret key.
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With an increased value in the SSLRKEYC attribute, the impact on each message of negoti-
ating the secret key can be reduced.

Note, that some of the secret key negotiation cost has been offloaded to the available Crypto
Express card.
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Streaming large (1MB) messages between queue managers The following chart compares
the impact of AMS Confidentiality with key reuse of 32, against channels protected using TLS
ciphers that negotiate the secret key either every 1IMB, 10MB or 32MB.

Where similar numbers of messages flow between key negotiations, namely AMS Confidentiality with
key reuse 32 and SSL channels with SSLRKEYC(32MB), the AMS measurement has a transaction
cost of approximately 20% less.

Chart: Streaming 1MB messages between 2 queue managers
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Notes on chart:
e AMS key reuse 32 shows a 17% cost increase on the “no protection” measurement.

e SSLRKEYC(32MB) shows an additional 24% increase on the AMS Confidentiality measure-
ment, or a 46% increase in the “no protection” measurement.

o AMS Confidentiality shows similar costs in the MSTR and CHIN address spaces to the “no
protection” option, but an increase in the application address spaces.

e TLS shows an increase in the CHIN address spaces compared with both the “no protection”
and the AMS Confidentiality measurements.
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Java clients on z/0S

‘IBM MQ Advanced for z/0OS VUE version 9.1 only

MQ version 9.1 introduces support for Java client applications running on z/OS that connect to
IBM MQ Advanced for z/OS VUE version 9.1 queue managers.

This section discusses the impact of running JMS applications in client and bindings mode on z/OS,
with regards to the transaction cost and rate.

The reported tests use a simple long-running JMS application that repeatedly put and then get a
2KB non-persistent message from one of a set of queues. Additional instances of the application are
added as time progresses. The test is run in both bindings mode, where the applications are running
in the same LPAR as the MQ queue manager, and client mode, where the applications are run in a
separate LPAR (same sysplex) as the MQ queue manager and connect using SVRCONN channels.
Each LPAR is configured with 10 dedicated processors.

What is the impact of using clients on z/0S?

When using clients on z/0S to connect to an MQ queue manager, there will be additional cost
incurred in the MQ channel initiator address space, plus there may be additional latency due to the
time spent in network transport.

The impact of the increased latency due to network transport may be reduced by using some of the
available IBM Z network features such as SMC-R (Shared Memory Communications over RDMA)
or SMC-D (Shared Memory Communications - Direct).

How much difference can the network protocol make?
The use of SMC-R or SMC-D, where appropriate, can significantly reduce the time spent in the
network layer.
The following chart shows the achieved transaction rate for 3 configurations
e TCP/IP over a 10GbE link
e SMC-R
e SMC-D
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Chart: JMS clients on z/0S - Impact of network transport type

JMS Clients on 2/OS - varying network protocol

JMS Put/Get using 2KB non-persistent messages
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Notes on chart:

e The peak number of transactions achieved using the 10Gb TCP/IP link reached 14,000 trans-
actions per second, but was still increasing at a rate of approximately 1,100 transactions per

second for each application added after the initial workload of 4,600 transactions per second
with 2 clients.

e When using SMC-R, the peak rate reached 26,000 transactions per second but then did not
increase as more clients were added. Neither LPAR was constrained for CPU.

e When using SMC-D, the peak rate rapidly reached a peak of 27,500 transactions per second,
but as with SMC-R, did not increase as more clients were added. Given that neither LPAR
was CPU constrained, it is likely that this is the best throughput that this particular workload
is able to achieve.
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Client or bindings: Transaction cost on z/0S

In the following example we compare the cost of using the same application in bindings and then
client mode.

The application used is a simple JMS put/get application, which is either run in the same LPAR
as the MQ queue manager, or in a separate LPAR and connecting via a SVRCONN channel. In all
cases the application connects and opens the application queues once and then runs many MQPUT
and MQGET of a 2KB non-persistent message. This model means that the cost of the MQ connect
is relatively small for the workload.

Chart: Comparing the cost of JMS applications on z/0S in bindings and client mode

JMS Clients on 2/0OS - Transaction cost
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Notes on chart:
e The MQ cost includes the MQ queue manager and channel initiator cost.

e The non-MQ chargeable cost is largely network costs, which in the client case is included for
the LPAR with the client and the LPAR with the MQ queue manager. There is also a small
overhead from running z/0S.

e The offloadable costs (to zIIP specialty processors) are largely attributed to the JMS put/get
application.

For an indication of the cost of the MQ connect see blog “The cost of connecting to a z/OS queue
manager” which discusses the cost of a client connecting to a z/OS queue manager in a range of
configurations.

The MQ queue manager and channel initiator costs are similar to those documented in MP16
“Capacity Planning and Tuning Guide”, section “Two / Three Tier Configurations”.
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What about AMS JMS clients on z/0S?

In the addition to the allowing of MQ clients on z/0S in IBM MQ Advanced for z/OS VUE version
9.1, there is also support for JMS clients running on z/OS that access AMS-protected queues.

Unlike JMS (or other language) applications running in bindings mode, that are able to exploit IBM
7 cryptographic hardware features, the AMS JMS client support uses the “bouncy castle” jar files
to perform the message protection at the client, which results in the additional protection being
performed in software. This can have a significant effect on the performance of an application when
moving from bindings to client-type connections. However, a large proportion of this increase in
cost can be offloaded to zIIP specialty processors.

The following sections compare the performance of the 3 levels of AMS protection in bindings and
client mode.

In each case the simple JMS put/get application described earlier in the Clients on z/OS section is
reused.

For all measurements in this section, both client LPAR and the LPAR hosting the MQ queue
manager are defined with 10 dedicated CPUs.

AMS Integrity in client mode on z/0S: The AMS Integrity measurements use queues pro-
tected with digital signature algorithm SHA256. In our measurements, digital signature algorithms
MD5 and SHA1 showed similar performance characteristics to SHA256.

AMS Privacy in client mode on z/0OS: The AMS Privacy measurements use queues protected
with digital signature algorithm SHA256 and encrypted using AES256. In our bindings measure-
ments, using digital encryption algorithm RC2 gave up 20% worse performance than DES, 3DES,
AES128 or AES256, however this was not apparent in the client measurements.

AMS Confidentiality in client mode on z/0S: The AMS Confidentiality measurements use
queues protected with digital encryption algorithm AES256 with a key reuse count of 32.
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Comparing AMS JMS clients in bindings and client mode

The measurements using bindings connections were constrained by CryptoExpress limits - the tests
drove the workload until either the available Accelerator or Co-Processors were running at full
capacity. With test using JMS applications to run the workload, there was reasonable scope for
offload to zIIP specialty processors.

Chart: Cost of AMS JMS bindings application
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The measurements using client connections were CPU constrained due to performing the crypto-
graphic work in the software, although the large majority of the cost was eligible for offload to zITP
specialty processors.

The following chart shows a breakdown of the cost of the transaction but excludes the cost of the
application that is eligible for offload.

Chart: Cost of AMS JMS client application
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In terms of the offloadable costs for the AMS JMS client measurements, we saw:
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o Integrity: 98700 microseconds per transaction.
e Privacy: 197000 microseconds per transaction.
e Confidentiality: 3200 microseconds per transaction.

With regards to transaction rate, the AMS Integrity and Privacy measurements were directly im-
pacted by the high transaction cost, i.e. Integrity was able to achieve 10 transactions per second for
each client task, whereas Privacy was able to achieve 5 transactions per second for each client task.

The AMS Confidentiality client performance achieved significantly higher throughput as demon-
strated in the following chart.

Chart: Transaction rate for AMS JMS client using queues protected with Confiden-
tiality policy
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Notes on chart:

e The data named “Multiple applications sharing queue” used 4 application queues protected by
AMS Confidentiality policies. Once more than 4 client tasks were running, queues were being
shared, meaning that key reuse was less efficient.

e The data named “Single application per queue” used up to 10 application queues protected by
AMS Confidentiality policies, i.e. one distinct queue per task.

o AMS Confidentiality key reuse works best when there is only one putter/getter per queue, as
demonstrated by the difference upwards of 4 clients.
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Appendix A

Regression

When performance monitoring both IBM MQ Advanced for z/OS VUE version 9.1 and IBM MQ
for z/OS version 9.1, a number of different categories of tests are run, which include:

e Private queue

Shared queue
e Moving messages using MCA channels

o SSL

o Channel compression (ZLIBFAST / ZLIBHIGH)
e Moving messages using Cluster channels

Client

Bridges and adaptors

e Trace

These tests are run against version V8.0 (V800), V9.0 (V900) and V9.1 (V910) and the comparison
of the results is shown in subsequent pages.

The statement of regression is based upon these results.

All measurements were run on a performance sysplex of a z14 (3906-7E1) which was configured as
described in “System Configuration”.

Given the complexity of the z/OS environment even in our controlled performance environment, a
tolerance of +/-6% is regarded as acceptable variation.

45



Private Queue

Non-persistent out-of-syncpoint workload
Maximum throughput on a single pair of request/reply queues

The test uses 5 batch requester tasks that each put a message to a common request queue and wait
for a specific response on the reply queue. Once they have gotten the message, they put another
message to the request queue. The messages are put and got out of syncpoint.

There are 4 batch server tasks that action MQGET-with-wait calls on the request queue, get the
message and put a reply to the known (and pre-opened) reply queue and then the application goes
back into the MQGET-with-wait call. The messages are put and got out of syncpoint.

Chart: Transaction rate for non-persistent out-of-syncpoint workload

Private Queue - Maximum Sustained Transaction Rate using Request/Reply workload
Non-Persistent Out-of-Syncpoint - using a single pair of queues - 3 CPs
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Chart: Transaction cost for non-persistent out-of-syncpoint workload

Private Queue - Achieved Transaction Cost using Request/Reply workload
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Scalability of request/reply model across multiple queues

The queue manager is configured with pagesets 0 through 15 and with 1 buffer pool per pageset.

On each of pagesets 1 to 15, a pair of request and reply queues are defined. The test starts up 1
requester and 1 server task accessing the queues on pageset 1 and runs a request/reply workload.
At the end, the test starts a second pair of requester and server tasks which access the queues on
pageset 2 and so on until there are 15 requester and 15 server tasks using queues on all 15 pagesets
with the application queues defined.

The requester and server tasks specify NO SYNCPOINT for all messages.

The measurements are run on a single LPAR with 16 dedicated processors online on the z14 (3906)
used for testing.

Chart: Transaction rate for non-persistent out-of-syncpoint scalability workload

Private Queue - Scalability - Sustained Transaction Rate
Request/Reply Workload with Increasing Queue Pairs
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Chart: Transaction cost for non-persistent out-of-syncpoint scalability workload

Private Queue - Scalability - Actual Transaction Cost
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The preceding 2 charts show that a single queue manager is able to drive in excess of 560,000
transactions per second - or 1,120,000 non-persistent messages per second on a 16-way LPAR.

Note: Since the performance for V800, V900 and V910 is comparable, the charts show V910 data
for the purpose of clarity.
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Non-persistent server in-syncpoint workload
Maximum throughput on a single pair of request/reply queues

The test uses 5 batch requester tasks that each put a message to a common request queue and wait
for a specific response on the reply queue. Once they have gotten the message, they put another
message to the request queue. The messages are put and got out of syncpoint.

There are 4 batch server tasks that action MQGET-with-wait calls on the request queue, get the
message and put a reply to the known (and pre-opened) reply queue and then the application goes
back into the MQGET-with-wait call. The messages are got and put in syncpoint with 1 MQGET
and 1 MQPUT per commit.

Chart: Transaction rate for non-persistent in syncpoint workload

Private Queue - Maximum Sustained Transaction Rate using Request/Reply workload
Non-Persistent Server-in-Syncpoint - using a single pair of queues - 3 CPs
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Chart: Transaction cost for non-persistent in syncpoint workload

Private Queue - Achieved Transaction Cost using Request/Reply workload
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Scalability of request/reply model across multiple queues

The queue manager is configured with pagesets 0 through 15 and with 1 buffer pool per pageset.

On each of pagesets 1 to 15, a pair of request and reply queues are defined. The test starts up 1
requester and 1 server task accessing the queues on pageset 1 and runs a request/reply workload.
At the end, the test starts a second pair of requester and server tasks which access the queues on
pageset 2 and so on until there are 15 requester and 15 server tasks using queues on all 15 pagesets
with the application queues defined.

The requester tasks specify NO SYNCPOINT for all messages and the server tasks get and put
messages within syncpoint.

The measurements are run on a single LPAR with 16 dedicated processors online on the z14 (3906)
used for testing.

The measurements are run using 2KB, 64KB and 4MB messages. The 4MB message measurement
uses a maximum of 6 sets of queues and tasks.

Note: Since the performance for V800, V900 and V910 is comparable, the charts show V910 data
for the purpose of clarity.
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Chart: Transaction rate for non-persistent in syncpoint scalability workload with 2KB
messages
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Chart: Transaction cost for non-persistent in syncpoint scalability workload with 2KB
messages
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Chart: Transaction rate for non-persistent in syncpoint scalability workload with 64KB
messages
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Chart: Transaction cost for non-persistent in syncpoint scalability workload with 64KB
messages
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Chart: Transaction rate for non-persistent in syncpoint scalability workload with 4MB
messages
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Chart: Transaction cost for non-persistent in syncpoint scalability workload with 4MB
messages
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Persistent server in-syncpoint workload
Maximum throughput on a single pair of request/reply queues

The test uses 60 batch requester tasks that each put a message to a common request queue and wait
for a specific response on the reply queue. Once they have gotten the message, they put another
message to the request queue. The messages are put in-syncpoint and got in-syncpoint.

There are 10 batch server tasks that action MQGET-with-wait calls on the request queue, get the
message and put a reply to the known (and pre-opened) reply queue and then the application goes
back into the MQGET-with-wait call. The messages are got and put in syncpoint with 1 MQGET
and 1 MQPUT per commit.

Chart: Transaction rate for persistent in syncpoint workload
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Chart: Transaction cost for persistent in syncpoint workload
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Upper bounds of persistent logging rate

This test uses 3 batch tasks that each put and get messages from a common queue. One of the tasks
only uses a 1KB persistent message. The remaining 2 tasks vary the size of their message from 1KB
to 4AMB.

The following chart shows the achieved log rate on a 3-way LPAR of the z14.

Chart: Peak log rate achieved during persistent message workload
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Notes:

The peak log rate in excess of 300MB per second is for each copy of the dual logs, i.e. there is more
than 600 MB of data being written to IBM MQ log data sets per second.

These logs are configured with 4 stripes.
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CICS Workload

When a CICS transaction makes a call using an MQ API, the resulting processing performed at
end of task can have a significant effect on the transaction cost. This cost is most noticeable when
adding the first MQ call e.g. MQPUT1 to the application.

In version 8.0.0, the processing performed by the queue manager at end of CICS task was optimised
for scalability purposes with intention of reducing the impact of adding the first MQ call.

In previous releases on high N-way machines with high volume CICS transactions, the end of task
processing would elongate as the workload increased. This was due to more storage being allocated
for CICS tasks, and subsequently taking more time to scan that storage. In the worst case scenarios,
the queue manager storage could rapidly be used, resulting in a queue manager failure. One solu-
tion was to limit the number of CICS transactions running at any point by configuring the MXT
parameter.

From IBM MQ for z/0S version 8.0.0, the storage is more efficiently re-used which reduces the CPU
cost per transaction and increases the throughput capacity.

The following chart uses a set of simple CICS transactions that open queues, put a 2KB non-
persistent message, get a 2KB non-persistent message, close queues and initiate a new CICS trans-
action. Running multiple sets of these transactions simulates a number of concurrent transactions
across multiple CICS regions.

In these measurements, the system is running with 16 dedicated processors and becomes CPU
constrained with 512 concurrent CICS tasks.

Notes on chart:

e For versions 8.0.0 onward, the queue manager cost associated with the CICS workload is 6.79
CPU microseconds and rises at a similar rate as the workload increases.

e As the V800, V900 and V910 data is similar, only V910 data is shown.

Chart: V910 CICS workload
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Shared Queue

Version 7.1.0 introduced CFLEVEL(5) with Shared Message Data Sets (SMDS) as an alternative to
DB2 as a way to store large shared messages. This resulted in significant performance benefits with
both larger messages (greater than 63KB) as well as smaller messages when the Coupling Facility
approached its capacity by using tiered thresholds for offloading data. For more details on the
performance of CFLEVEL(5), please refer to performance report MP1H “WebSphere MQ for z/0S
V7.1 Performance Report”.

CFLEVEL(5) with SMDS with the default offload thresholds has been used for the shared queue
measurements.

Non-persistent out-of-syncpoint workload
Maximum throughput on a single pair of request/reply queues

The test uses 5 batch requester tasks that each put a message to a common request queue and wait
for a specific response on the reply queue. Once they have gotten the message, they put another
message to the request queue. The messages are put and got out of syncpoint.

There are 4 batch server tasks that action MQGET-with-wait calls on the request queue, get the
message and put a reply to the known (and pre-opened) reply queue and then the application goes
back into the MQGET-with-wait call. The messages are put and got out of syncpoint.

An increasing number of queue managers are allocated to process the workload. Each queue manager
has 5 requester tasks and 4 server tasks.
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Chart: Transaction rate for non-persistent out-of-syncpoint workload - 2KB messages.

Shared Queue - Maximum Sustained Transaction Rate using Request/Reply workload
2KB Non-Persistent Out-of-Syncpoint - using a single pair of queues - 3 CPs/LPAR
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Chart: Transaction cost for non-persistent out-of-syncpoint workload - 2KB messages.
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Chart: Transaction rate for non-persistent out-of-syncpoint workload - 64KB messages.
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Chart: Transaction cost for non-persistent out-of-syncpoint workload - 64KB messages.
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Chart: Transaction rate for non-persistent out-of-syncpoint workload - 4MB messages.

Shared Queue - Maximum Sustained Transaction Rate using Request/Reply workload

4MB Non-Persistent Out-of-Syncpoint - using a single pair of queues - 3 CPs/LPAR
CFLEVEL(5) where available
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Chart: Transaction cost for non-persistent out-of-syncpoint workload - 4MB messages.

Shared Queue - Actual Transaction Cost using Request/Reply workload
4MB Non-Persistent Out-of-Syncpoint CFLEVEL(4) - using a single pair of queues - 3 CPs/LPAR
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Non-persistent server in-syncpoint workload
Maximum throughput on a single pair of request/reply queues

The test uses 5 batch requester tasks that each put a message to a common request queue and wait
for a specific response on the reply queue. Once they have gotten the message, they put another
message to the request queue. The messages are put and got out of syncpoint.

There are 4 batch server tasks that action MQGET-with-wait calls on the request queue, get the
message and put a reply to the known (and pre-opened) reply queue and then the application goes
back into the MQGET-with-wait call. The messages are got and put in syncpoint with 1 MQGET
and 1 MQPUT per commit.

An increasing number of queue managers are allocated to process the workload. Each queue manager
has 5 requester and 4 server tasks.
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Chart: Transaction rate for non-persistent in syncpoint workload - 2KB

Shared Queue - Maximum Sustained Transaction Rate using Request/Reply workload
2KB Non-Persistent Server-In-Syncpoint - using a single pair of queues - 3 CPs/LPAR
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Chart: Transaction cost for non-persistent in syncpoint workload - 2KB

Shared Queue - Actual Transaction Cost using Request/Reply workload
2KB Non-Persistent Server-in-Syncpoint - using a single pair of queues - 3 CPs/LPAR
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Chart: Transaction rate for non-persistent in syncpoint workload - 64KB

Shared Queue - Maximum Sustained Transaction Rate using Request/Reply workload

64KB Non-Persistent Server-in-Syncpoint - using a single pair of queues - 3 CPs/LPAR
CFLEVEL(5) where available
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Chart: Transaction cost for non-persistent in syncpoint workload - 64KB

Shared Queue - Actual Transaction Cost using Request/Reply workload

64KB Non-Persistent Server-in-Syncpoint using a single pair of queues - 3 CPs/LPAR
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Chart: Transaction rate for non-persistent in syncpoint workload - 4MB

Shared Queue - Maximum Sustained Transaction Rate using Request/Reply workload

4MB Non-Persistent Server-in-Syncpoint - using a single pair of queues - 3 CPs/LPAR
CFLEVEL(5) where available
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Chart: Transaction cost for non-persistent in syncpoint workload - 4MB

Shared Queue - Actual Transaction Cost using Request/Reply workload
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Data sharing non-persistent server in-syncpoint workload

The previous shared queue tests are configured such that any queue manager within the queue
sharing group (QSG) can process messages put by any particular requester application. This means
that the message may be processed by a server application on any of the available LPARs. Typically
the message is processed by a server application on the same LPAR as the requester.

In the following tests, the message can only be processed by a server application on a separate LPAR.
This is achieved by the use of multiple pairs of request/reply queues.

The test uses 5 batch requester tasks that each put a message to a common request queue and wait
for a specific response on the reply queue. Once they have gotten the message, they put another
message to the request queue. The messages are put and got out of syncpoint.

There are 4 batch server tasks that action MQGET-with-wait calls on the request queue, get the
message and put a reply to the known (and pre-opened) reply queue and then the application goes
back into the MQGET-with-wait call. The messages are got and put in syncpoint with 1 MQGET
and 1 MQPUT per commit.

IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 65 of 93
Performance report



Chart: Transaction rate for data sharing non-persistent in syncpoint workload - 2KB

Shared Queue - Data Sharing - Maximum Sustained Transaction Rate using Request/Reply workload
2KB Non-Persistent Server-In-Syncpoint - 3 CPs/LPAR
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Chart: Transaction cost for data sharing non-persistent in syncpoint workload - 2KB

Shared Queue - Data Sharing - Actual Transaction Cost using Request/Reply workload
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Chart: Transaction rate for data sharing non-persistent in syncpoint workload - 64KB

Shared Queue - Data Sharing - Maximum Sustained Transaction Rate using Request/Reply workload
64KB Non-Persistent Server-In-Syncpoint - 3 CPs/LPAR
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Chart: Transaction cost for data sharing non-persistent in syncpoint workload - 64KB

Shared Queue - Data Sharing - Actual Transaction Cost using Request/Reply workload
64KB Non-Persistent Server-In-Syncpoint - 3 CPs/LPAR
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Moving messages across channels

The regression tests for moving message across channels e.g. sender-receiver channels, are designed
to use drive the channel initiator such that system limits rather than MQ are the reason for any
constraints, and typically it is CPU that is the constraining factor. Therefore the tests use non-
persistent messages out-of-syncpoint, so that they are not constrained by logging etc.

Within the channel tests there are measurements with small numbers of channels (1 to 4 inbound
plus the same number outbound), which was suitable for driving the LPARs to capacity and also
tests with up to 50 channels outbound and 50 channels inbound.

Note: Higher throughput can be achieved with additional CPUs but this can increase the transaction
cost.

For each of the test types, the channels are used both with and without SSL encryption enabled.
The cipher spec “ECDHE RSA AES 256 CBC_ SHAS384” was used for all SSL tests.

The SSLRKEYC attribute was set so that 1MB of data can flow across the channel before renego-
tiating the keys.

In IBM MQ version 8.0.0, the ZLIBFAST compression option was updated to be able to exploit
zEDC hardware compression, which is discussed in detail in MP1J “IBM MQ for z/OS version 8.0.0
Performance Report”. The compression measurements shown in this document use zEDC hardware
compression where possible.

For further guidance on channel tuning and usage, please refer to performance report MP16 “Capacity
Planning and Tuning Guide”.

Measurements:

e The measurements using 1 to 4 channels use batch applications to drive the workload at each
end of the channel.

e The measurements using 10 to 50 channels use long-lived CICS transactions to drive the
workload. This means that each CICS application will put and get thousands of messages
before ending. This model means that we are not including the cost of starting a CICS
transaction, opening and closing queues and the teardown of the transaction at the end of the
workload.

e The compression tests use 64KB message of varying compressibility, so there is something to
compress, e.g. a message of 64KB that is 80% compressible would reduce to approximately
13KB. These tests are run using 1 outbound and 1 inbound channel so include the compression
and inflation costs for the request and reply message.
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Non-persistent out-of-syncpoint - 1 to 4 sender receiver channels

Chart: Transaction rate with 2KB messages

Mover - Maximum Sustained Transaction Rate between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels

2KB Non-Persistent Out-of-Syncpoint - 3 CPs/LPAR
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Chart: Transaction cost for 2KB messages

Mover - Actual Transaction Cost between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Chart: Transaction rate with 64KB messages

Mover - Maximum Sustained Transaction Rate between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Chart: Transaction cost for 64KB messages

Mover - Actual Transaction Cost between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Chart: Transaction rate with 2KB messages over SSL channels

Mover using SSL - Maximum Sustained Transaction Rate between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Chart: Transaction cost for 2KB messages over SSL channels

Mover using SSL - Actual Transaction Cost between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Chart: Transaction rate with 64KB messages over SSL channels

Mover using SSL - Maximum Sustained Transaction Rate between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Chart: Transaction cost for 64KB messages over SSL channels

Mover using SSL - Actual Transaction Cost between 2 z/OS queue managers
using Request/Reply Workload with small numbers of channels
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Non-persistent out-of-syncpoint - 10 to 50 sender receiver channels

Chart: Transaction rate with 2KB messages

Mover - Maximum Sustained Transaction Rate between 2 z/OS queue managers
using Request/Reply Workload driven by multiple CICS regions
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Chart: Transaction cost for 2KB messages

Mover - Actual Transaction Cost between 2 z/OS queue managers
using Request/Reply Workload driven by mulliple CICS regions
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Chart: Transaction rate with 2KB messages over SSL channels
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Mover using SSL - Maximum Sustained Transaction Rate between 2 z/OS queue managers
using Request/Reply Workload driven by multiple CICS regions

Chart: Transaction cost for 2KB messages over SSL channels
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Channel compression using ZLIBFAST

Version 8.0.0 onwards are able to exploit compression using the available zEDC hardware features.

Chart: Transaction rate with ZLIBFAST on 64KB messages

ZLIBFAST channel compression - Maximum sustained transaction rate between
2 z/OS queue managers using request/reply workload.
Using zEDC compression
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Chart: Transaction cost for ZLIBFAST on 64KB messages

ZLIBFAST channel compression - Actual transaction cost between
2 z/OS queue managers using request/reply workload.
zEDC compression used where available (V800, V900)
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Channel compression using ZLIBHIGH

Chart: Transaction rate with 64KB messages with ZLIBHIGH
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Chart: Transaction cost for 64KB messages with ZLIBHIGH

ZLIBHIGH channel compression - Actual transaction cost between
2 z/O8S queue managers using request/reply workload.
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Channel compression using ZLIBFAST on SSL channels

Version 8.0.0 onwards are able to exploit compression using the available zEDC hardware features.

Chart: Transaction rate with 64KB messages with ZLIBFAST on SSL channels
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zEDC compression used where available (V800, V900)
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Chart: Transaction cost for 64KB messages with ZLIBFAST on SSL channels
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Channel compression using ZLIBHIGH on SSL channels

Chart: Transaction rate with 64KB messages with ZLIBHIGH on SSL channels
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Chart: Transaction cost for 64KB messages with ZLIBHIGH on SSL channels
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Moving messages across cluster channels

The regression tests for moving messages across cluster channels are relatively simple, providing
multiple destinations for each message put.

The cluster has 3 queue managers - one for the requester workload and two for the server workload.
The queue managers hosting the server workload are both full repository queue managers.

A set of requester tasks is run against one queue manager and the application chooses either bind-
on-open or bind-not-fixed. The messages flow across the cluster channels to one of the server
queue managers to be processed by the server applications, at which point they are returned to
the originating requesting applications.

An increasing number of queues (with the corresponding increase in applications) are used.
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Bind-on-open

Chart: Bind-on-open transaction rate with 2KB messages
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Chart: Bind-on-open transaction cost for 2KB messages
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Chart: Bind-on-open transaction rate with 64KB messages
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Chart: Bind-on-open transaction cost for 64KB messages
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Bind-not-fixed

Chart: Bind-not-fixed transaction rate with 2KB messages
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Chart: Bind-not-fixed transaction cost for 2KB messages

Clustering - Achieved Transaction Cost with
1 requesting queue managers, 2 server queue manager
using Request/Reply Workload with BIND-NOT-FIXED
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Chart: Bind-not-fixed transaction rate with 64KB messages
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Chart: Bind-not-fixed transaction cost for 64KB messages
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Moving messages across SVRCONN channels

The regression tests for moving messages across SVRCONN channels have a pair of client tasks for
each queue that is hosted on the z/OS queue manager.

One of the pair of client tasks puts messages to the queue and the other client task gets the messages
from the queue. As the test progresses, an increasing number of queues is used, with a corresponding
increase in the number of putting and getting client tasks.

Two sets of tests are run, the first uses SHARECNV(0) on the SVRCONN channel to run in a
mode comparable to that used pre-version 7.0.0. The second uses SHARECNV(1) so that func-
tion such as asynchronous puts and asynchronous gets are used via the DEFPRESP(ASYNC) and
DEFREADA(YES) queue options.

Choosing which SHARECNYV option is appropriate can make a difference to capacity and the per-
formance which is discussed in more detail in performance report MP16 “Capacity Planning and
Tuning Guide” Channel Initiator section.

Note: The rate and costs are based upon the number of MB of data moved per second rather than
the number of messages per second.
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Client pass through test using SHARECNV(0)

Chart: Throughput rate for client pass through tests with SHARECNV(0)
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Chart: Cost per MB of client pass through tests with SHARECNV(0)
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Client pass through test using SHARECNV (1)

Chart: Throughput rate for client pass through tests with SHARECNV(1)

Client - "Pass Through" - Achieved Throughput using SVRCONN channels
1 putter and 1 getter per queue
with SHARECNV(1) - Asynchronous Puts and Gets
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IMS Bridge

The regression tests used for IMS Bridge use 3 queue managers in a queue sharing group (QSG)
each on separate LPARs. A single IMS region is started on 1 LPAR and has 16 Message Processing
Regions (MPRs) started to process the MQ workload.

The IMS region has been configured as detailed in performance report MP16 “Capacity Planning and
Tuning Guide” using the recommendations in the section “IMS Bridge: Achieving Best Throughput”.

Note: 16 MPRs are more than really required for the 1, 2 and 4 TPIPE tests but they are available
for consistent configuration across the test suite.

There are 8 queues defined in the QSG that are configured to be used as IMS Bridge queues.

Each queue manager runs a set of batch requester applications that put a 2KB message to one of
the bridge queues and waits for a response on a corresponding shared reply queue.

Tests are run using both Commit Mode 0 (Commit-then-Send) and Commit Mode 1 (Send-then-
Commit).
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Commit mode 0 (commit-then-send)

Chart: IMS Bridge commit mode 0 - Throughput rate

IMS Bridge - Commit Mode 0 (Commit-Then-Send) - Achieved Throughput
with increasing Queues / TPIPEs
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Chart: IMS Bridge commit mode 0 - Transaction cost
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] with increasing Queues / TPIPEs
E
g 2KB Non-Persistent Shared Queue Messages
>
73]
T 1200 1188
o 1160 1155 i
o 1150
g 111 L1
g 1100 1080 1086 1082 1079
g 1060
G 1050
E
a 1000
g
& 950
E 1 2 4 8
& Queue / TPIPEs
[
§ WV800 mV900 TV910
IBM MQ for z/OS version 9.1 (Base and Advanced VUE) Page 88 of 93

Performance report



Commit mode 1 (send-then-commit)

Chart: IMS Bridge commit mode 1 - Throughput rate

IMS Bridge - Commit Mode 1 (Send-then-Commit) - Achieved Throughput
with increasing Queues / TPIPEs
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Chart: IMS Bridge commit mode 1 - Transaction cost
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Trace

The regression tests for trace cover both queue manager global trace and the channel initiator trace.

Queue manager global trace

The queue manager global trace tests are a variation on the private queue non-persistent 2KB
scalability tests with TRACE(G) DEST(RES) enabled.

Chart: Queue manager TRACE(G) DEST(RES) - transaction rate

Queue Manager TRACE(G) DEST(RES) - Sustained Transaction Rate
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Chart: Queue manager TRACE(G) DEST(RES) - transaction cost
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Note: Since the performance for V800, V900 and V910 is comparable, the charts show V910 data
for the purpose of clarity.
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Channel initiator trace

The channel initiator trace tests are a variation on the client pass through tests using SHARECNV(0)
with TRACE(CHINIT) enabled.

Chart: Channel initiator TRACE(CHINIT) - throughput rate

TRACE(CHINIT) Client - "Pass Through" - Achieved Throughput using SVRCONN channels
1 putter and 1 getter per queue
with SHARECNV/(0) or equivalent
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Chart: Channel initiator TRACE(CHINIT) - cost per MB

TRACE(CHINIT) Client - "Pass Through" - Achieved Throughput using SVRCONN channels
1 putter and 1 getter per queue
with SHARECNV/(0) or equivalent
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Appendix B

System configuration

IBM MQ Performance Sysplex running on z14 (3906-7E1) configured thus:
LPAR 1: 1-32 dedicated CP processors, 128GB of real storage.

LPAR 2: 1-3 dedicated CP processors, 32GB of real storage.

LPAR 3: 1-10 dedicated CP processors, plus 1 zIIP, 32GB of real storage.

Default Configuration:
3 dedicated processors on each LPAR, where each LPAR running z/0S v2r3 FMID HBB77BO0.

Coupling Facility:
e Internal coupling facility with 4 dedicated processors.
e Coupling Facility running CFCC level 22 service level 00.30.
e Dynamic CF Dispatching off.
e 3 x ICP links between each z/OS LPAR and CF
DASD:
e FICON Express 16S connected DS8870.
e 4 dedicated channel paths (shared across sysplex)
e HYPERPAYV enabled.
System settings:
e zHPF disabled by default.
e HIPERDISPATCH enabled by default.

e LPARs 1 and 3 configured with different subnets such that tests moving messages over channels
send data over 10GbE performance network.

o SMC-R enabled by default between LPARs 1 and 3.

e zEDC compression available by default - exploited in V800 onwards for ZLIBFAST compres-
sion.

e Crypto Express6 features configured thus:
o 1 x Accelerator, shared between LPARs 1 and 3.
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o 2 x Coprocessor on LPARI.
o 2 x Coprocessor on LPARS.
IBM MQ trace status:
e TRACE(GLOBAL) disabled.
e TRACE(CHINIT) disabled.
e TRACE(S) CLASS(1,3,4) enabled where supported.
e TRACE(A) CLASS(3,4) enabled where supported.
General information:
o Client machines:
o 2 x IBM SYSTEM X5660 each with 12 x 2.6GhZ Processor, 32GB memory
e Client tests used a 10GbE performance network.
e Other IBM products used:
o IBM CICS TS 5.3.
Db2 for z/OS version 12.
IMS 15.
IBM MQ for z/OS version 8.0 with latest service applied as of May 2018.
IBM MQ for z/OS version 9.0 with latest service applied as of May 2018.
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